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Abstract: 

Cloud environments have become critical infrastructures due to their scalable storage and 

computation capabilities, attracting widespread adoption across diverse sectors. However, this 

popularity has also made them attractive targets for sophisticated cyber threats. The dynamic and 

virtualized nature of cloud computing presents unique challenges for conventional cybersecurity 

mechanisms. Traditional security solutions struggle to keep pace with the scale, speed, and 

evolving nature of cloud threats. To address these challenges, this paper proposes a hybrid deep 

learning framework for adaptive cybersecurity threat detection in cloud environments. The 

framework integrates Convolutional Neural Networks (CNNs) and Long Short-Term Memory 

(LSTM) networks to leverage both spatial and temporal characteristics of cloud traffic data. 

Keywords: Cloud Security, Deep Learning, CNN, LSTM, Threat Detection, Hybrid Model, 

Adaptive Systems, Cybersecurity, Intrusion Detection, Cloud Computing 

I. Introduction: 

The exponential growth in cloud computing adoption has introduced new levels of efficiency and 

scalability in digital services. Enterprises, governments, and individual users rely heavily on 

cloud platforms to store data, run applications, and manage services[1]. However, this 

centralization of resources and services in virtualized environments also presents a larger attack 

surface for cyber adversaries. Threats such as Distributed Denial of Service (DDoS) attacks, 

unauthorized access, and data breaches have become more sophisticated, often eluding 

traditional rule-based security mechanisms[2]. This necessitates the development of more 

intelligent and adaptive security frameworks capable of identifying complex attack vectors in 

mailto:anasraheem48@gmail.com


                                                                                                                             Pages: 133- 143   

         Volume-II, Issue-II (                                                                                                Volume-II, Issue-II (2025) 
_____________________________________________________________________________________ 
 

     

 

    Page | 134                                                                                              Journal of Data & Digital Innovation (JDDI 

 

real time. The dynamic nature of cloud environments introduces several unique challenges in 

threat detection. Unlike static networks, cloud infrastructures are multi-tenant, virtualized, and 

elastic[3, 4]. This makes network boundaries blurry and complicates the process of establishing 

trusted zones or deploying fixed perimeter-based security measures. In such a context, 

cybersecurity systems must be context-aware, adaptive, and capable of continuously learning 

from new patterns in traffic and behavior. Static rule sets and signature-based detection systems 

become obsolete rapidly as attackers employ polymorphic malware and fast-flux techniques to 

bypass defenses[5]. 

Recent advancements in artificial intelligence and deep learning offer promising avenues for 

improving cybersecurity measures. Deep learning models have demonstrated exceptional 

performance in pattern recognition tasks across domains such as computer vision and natural 

language processing[6]. Their ability to extract high-level abstract features from raw data makes 

them particularly well-suited for identifying anomalies in complex environments like cloud 

networks. However, single-model deep learning approaches often fall short when dealing with 

the high variance and temporal dependencies inherent in cybersecurity data[7]. To address these 

limitations, hybrid models combining multiple deep learning architectures have been proposed. 

These models can simultaneously capture spatial and temporal features of network traffic data, 

resulting in more robust threat detection mechanisms[8]. Convolutional Neural Networks 

(CNNs), for example, are excellent at identifying local patterns in packet payloads or metadata, 

while Long Short-Term Memory (LSTM) networks excel in modeling temporal dependencies 

and detecting slow-moving threats or coordinated attacks over time. By integrating both 

architectures, hybrid models leverage their complementary strengths[9]. 

Moreover, cloud cybersecurity frameworks must be not only accurate but also adaptive. New 

threats emerge frequently, and models trained on static datasets may become ineffective if not 

updated continuously. This calls for the incorporation of adaptive learning techniques that allow 

models to learn from new data with minimal manual intervention[10]. Strategies such as online 

learning transfer learning, and reinforcement learning are increasingly being explored in this 

context. Adaptive frameworks ensure that detection capabilities evolve in tandem with the threat 
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landscape[11]. This paper presents a novel hybrid deep learning framework tailored for cloud 

cybersecurity. The framework is designed to perform both batch and real-time analysis of cloud 

traffic, with mechanisms for continual adaptation to emerging threats. The architecture includes 

data preprocessing, feature extraction, hybrid model construction, and adaptive retraining 

modules. It also supports integration with existing cloud monitoring tools and APIs, facilitating 

deployment in real-world environments[12]. 

 

II. Methodology 

The core of the proposed cybersecurity framework lies in its hybrid deep learning architecture, 

which integrates CNNs and LSTMs to address both spatial and temporal aspects of cloud traffic 

data[13]. The methodology begins with the acquisition of raw network traffic data from cloud 

monitoring systems or publicly available datasets such as UNSW-NB15 and CICIDS2017. These 

datasets provide a diverse range of attack scenarios, normal traffic patterns, and metadata, 

making them ideal for training and evaluating intrusion detection models. Data preprocessing is a 

critical step to ensure model performance and generalization. Raw traffic data typically contains 

redundant, noisy, and irrelevant features that may hinder the learning process[14, 15]. 

Preprocessing involves data normalization, missing value imputation, categorical encoding, and 

outlier removal[16]. Additionally, feature selection is performed using mutual information and 

correlation-based methods to retain only the most informative attributes. Dimensionality 

reduction techniques such as PCA are also applied to reduce computational complexity and 

prevent overfitting[17]. 

The hybrid model is constructed with two main branches: a CNN block for extracting spatial 

features from packet-level metadata and flow-based statistics, and an LSTM block for modeling 

sequential dependencies over time. The CNN architecture includes multiple convolutional and 

pooling layers followed by fully connected layers[18]. These layers extract patterns such as 

anomalous port usage, abnormal payload sizes, or unusual protocol combinations. The LSTM 

architecture comprises a stack of memory cells with forget and input gates, enabling the model to 
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learn long-term dependencies and temporal correlations in traffic patterns[19]. The outputs of the 

CNN and LSTM branches are concatenated and passed through a final dense layer followed by a 

Softmax or sigmoid activation function, depending on whether the classification task is binary or 

multi-class[20]. The model is trained using a categorical cross-entropy loss function with Adam 

optimizer. Early stopping and dropout are used to prevent overfitting. Batch size and learning 

rate are tuned through grid search for optimal performance[21]. An adaptive learning module is 

implemented to enable continuous model refinement[22]. This module monitors the performance 

of the deployed model and triggers retraining when a decline in accuracy or increase in false 

positives is detected. New data samples are periodically collected, labeled, and incorporated into 

the training dataset. Transfer learning is used to retain previously learned knowledge while 

adapting to new attack patterns. This dynamic update strategy ensures the model remains 

effective against zero-day threats[23]. 

The model is evaluated in both offline and online settings. In offline experiments, the model is 

trained and tested on pre-split datasets using cross-validation[24]. In online settings, a simulated 

cloud environment is used where real-time traffic is injected, and the model's detection response 

is observed. Evaluation metrics include accuracy, precision, recall, F1-score, and AUC-ROC. 

These metrics provide a holistic view of model performance, particularly its ability to minimize 

false positives and false negatives[25]. The system architecture also includes an alert generation 

module and a visualization dashboard. Detected threats are logged with details such as source IP, 

timestamp, and threat category. The dashboard provides visual insights into traffic patterns, 

model predictions, and threat trends over time. This feature is essential for cloud administrators 

to understand the evolving threat landscape and take timely action[26, 27]. 

III. Experimental Setup 

To rigorously evaluate the effectiveness of the proposed hybrid deep learning framework, a 

comprehensive experimental setup was designed[28]. Two widely-used benchmark datasets—

UNSW-NB15 and CICIDS2017—were selected due to their diverse attack scenarios and real-

world relevance. UNSW-NB15 contains nine types of attacks, including generic, exploits, and 

reconnaissance, while CICIDS2017 provides realistic traffic scenarios mimicking modern 
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network behaviors with up-to-date threat profiles such as botnets, DoS, and infiltration 

attacks[29]. The experiments were conducted on a virtualized cloud environment emulating real-

world conditions[30]. An OpenStack-based private cloud was deployed, consisting of multiple 

virtual machines configured with Ubuntu 20.04, 16GB RAM, and 8-core processors. Traffic was 

generated using tools such as Iperf and Ostinato to simulate legitimate cloud operations, while 

attack traffic was injected using penetration testing tools like Metasploit, Hping3, and LOIC[31]. 

This controlled setup allowed for consistent testing across various network loads and 

configurations. Data from the virtualized environment was captured using Wireshark and Zeek 

(formerly Bro), and stored in a centralized log server for preprocessing. The collected data 

underwent standardization and filtering before feature extraction. Using tools like Scikit-learn, 

feature engineering was performed, and the data was split into training, validation, and testing 

sets in a 70:15:15 ratios. Stratified sampling ensured balanced representation of all attack types 

and normal traffic across the splits[32]. 

The hybrid CNN-LSTM model was implemented using TensorFlow and Keras. Multiple 

architectures were tested to determine the optimal configuration, with variations in the number of 

convolutional layers, LSTM units, kernel sizes, and activation functions[33]. The final model 

included three convolutional layers with ReLU activation and max pooling, followed by a 128-

unit LSTM layer[34]. The concatenated output passed through a dense layer with dropout before 

the final classification layer. Hyperparameters such as learning rate (0.001), batch size (64), and 

epochs (50) were optimized through grid search. Baseline models including Decision Trees, 

Random Forests, Support Vector Machines (SVM), standalone CNNs, and standalone LSTMs 

were also implemented for comparative analysis[35]. Performance metrics were computed using 

the test dataset, and statistical significance was assessed using t-tests and confidence intervals. 

The model’s adaptability was evaluated by introducing new types of attacks in incremental 

phases and measuring the drop and recovery in accuracy. System latency and resource utilization 

were monitored to assess the feasibility of real-time deployment[36]. Metrics such as average 

prediction time per sample, CPU/GPU usage, and memory footprint were recorded. Additionally, 

an ablation study was performed to understand the individual contributions of CNN and LSTM 
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components. Variants of the model with only CNN, only LSTM, and without adaptive retraining 

were evaluated to highlight the importance of each module[37]. 

IV. Results and Discussion 

The experimental results clearly demonstrate the effectiveness of the proposed hybrid deep 

learning framework in detecting a wide range of cybersecurity threats in cloud environments. On 

the UNSW-NB15 dataset, the hybrid CNN-LSTM model achieved an accuracy of 98.67%, a 

precision of 98.21%, a recall of 97.93%, and an F1-score of 98.07%. These results surpassed 

those obtained by conventional machine learning models such as Random Forests and SVMs, 

which scored in the 89–92% range across these metrics. The Area under the Curve (AUC) value 

for the hybrid model was 0.996, indicating excellent classification capability. In comparison, 

standalone CNN and LSTM models scored lower, with CNN achieving an accuracy of 94.23% 

and LSTM 93.58%[38]. The improvement observed in the hybrid model confirms the 

complementary strengths of CNN in spatial feature extraction and LSTM in temporal pattern 

learning. Furthermore, the use of feature selection techniques like mutual information and PCA 

contributed to improved generalization and reduced overfitting, especially in high-dimensional 

data environments like CICIDS2017[39]. These preprocessing strategies significantly reduced 

the training time while maintaining high performance. 
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Figure 1: Compare the accuracy of various models: CNN, LSTM, CNN-LSTM 

When evaluated on the CICIDS2017 dataset, which includes a broader spectrum of modern 

threats, the hybrid model continued to excel. It achieved an accuracy of 99.02%, precision of 

98.89%, recall of 98.76%, and an F1-score of 98.82%. This performance was consistent across 

attack types such as brute force, DDoS, and botnet detection. The model showed particular 

strength in detecting low-frequency attacks that often go unnoticed by signature-based systems. 

This ability is critical in real-world cloud environments where attack vectors evolve continuously 

and exhibit varied frequencies. The adaptive learning module also played a significant role in 

maintaining model performance over time[40]. When new attack samples were introduced, the 

model's accuracy initially dropped by 3–5%. However, within three adaptive retraining cycles 

using the newly acquired labeled data, the accuracy recovered to within 1% of its original value. 

This validates the model's capacity for online learning and adaptation, which is essential for 

countering zero-day threats and previously unseen attack patterns. The model update latency was 

under 20 seconds per batch, making it feasible for real-time cloud security applications[41]. 
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False positives and false negatives are a critical concern in any threat detection system. The 

proposed framework maintained a false positive rate below 1.3% and a false negative rate under 

1.5% across datasets. Compared to traditional IDS systems like Snort and Suricata, which 

reported FPRs exceeding 5%, the hybrid framework offers a substantial improvement. This 

reduction in false alarms translates into more efficient incident response, lower alert fatigue for 

security teams, and improved trust in automated security solutions. In terms of computational 

performance, the hybrid model demonstrated reasonable efficiency. On a standard cloud VM 

equipped with an NVIDIA Tesla T4 GPU, the average inference time per sample was 0.027 

seconds. The complete batch inference time for 10,000 records was under 5 minutes. Training 

the model on the full dataset took approximately 2 hours, which is acceptable considering the 

performance gains and adaptability it provides. Resource utilization stayed within the bounds of 

typical cloud operations, confirming the model’s suitability for deployment in cloud-native 

environments[42]. 

A notable outcome of the experiments was the model’s resilience against adversarial attacks. 

While traditional models suffered performance degradation of up to 30% under adversarial 

perturbations, the hybrid framework exhibited only a 9% reduction in accuracy when tested with 

adversarial samples generated using FGSM. This resilience is attributed to the redundancy and 

diversity of features captured by the dual-branch architecture[43]. Future enhancements could 

include adversarial training or the use of GANs to further improve robustness. The visualization 

dashboard developed as part of the framework provided clear, actionable insights. It featured 

real-time updates of traffic classification, heatmaps of attack origin IPs, and timelines of detected 

anomalies[44]. Security experts involved in the qualitative assessment praised the clarity and 

comprehensiveness of the interface. Their feedback emphasized the value of integrating such 

intelligent detection systems with Security Information and Event Management (SIEM) 

platforms for holistic security monitoring[45]. 

V. Conclusion 

This research introduces and validates a hybrid deep learning framework tailored for adaptive 

cybersecurity threat detection in cloud environments. By combining CNNs and LSTMs, the 
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model effectively learns both spatial and temporal features of network traffic, enabling it to 

detect a wide variety of threats with high accuracy and low false positive rates. The experimental 

results on benchmark datasets such as UNSW-NB15 and CICIDS2017 demonstrate the 

framework's superior performance over traditional machine learning models and single deep 

learning approaches. A critical advantage of the proposed framework lies in its adaptive learning 

module, which ensures that the model remains effective even as new threats emerge. This 

capability addresses one of the most pressing challenges in cloud security—handling zero-day 

attacks and constantly evolving malicious behaviors. The dynamic retraining strategy, supported 

by transfer learning, significantly reduces the need for manual intervention and accelerates the 

response to novel threats, making the system more autonomous and resilient. The experiments 

also reveal the practical feasibility of deploying the framework in real-world cloud 

environments. The inference speed, training time, and resource consumption fall well within 

acceptable limits for cloud-native applications. Furthermore, the system's robustness against 

adversarial inputs and its integration-ready design make it a compelling candidate for large-scale 

cloud security deployments. The visualization dashboard adds an additional layer of usability, 

translating complex threat intelligence into digestible and actionable insights for cloud 

administrators. 
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